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Abstract-- The practical applications of self-synchronizing chaotic systems are greatly

limited by their sensitivity to noise. Even small amounts of noise added to the

synchronizing signal can degrade synchronization to the point where information

encoded on the chaotic signal can't be recovered. In this paper, I show that it is possible

to build chaotic circuits that operate on two different time scales. The separation of time

scales allows the low frequency part of the circuit to average out noise added to the

synchronizing signal. Adjusting the relative time scales of the two parts of the circuit

allow one to make the synchronization error arbitrarily close to the error caused by circuit

mismatch for any amount of added noise.

PACS numbers:  05.45.Gg, 05.45.Vx, 05.45.Xt



I. Introduction

While chaotic synchronization has been proposed as a method of spread spectrum

communication [1-11],  self-synchronizing chaotic systems suffer from a problem

common to all self-synchronizing communication systems: since the synchronizing signal

is also the carrier signal, any noise present during transmission contaminates the

synchronizing signal and degrades synchronization [12]. The problem is made worse by

the fact that chaotic systems are nonlinear, so the noise becomes mixed with the chaotic

carrier signal in a nonlinear fashion, making separation of signal from noise by

conventional means impossible. There are noise reduction techniques for chaotic signals

[13-17], but they either work only when the noise is less than 10 % of the signal or they

require much computation .

The circuit described in this paper reduces the noise added to the synchronizing

signal by averaging the chaotic signal over a long time scale. The circuit actually has

dynamics at two distinct time scales. The synchronizing signal drives the faster of the two

time scales while the slower time scale acts to average out the noise.

II The Circuit

It is possible to synchronize a chaotic system after the synchronizing signal has

been filtered; one passes the identical signal from the response system through an

identical filter, and then uses the difference between filtered signals to synchronize the

response system [18, 19]. While this method can filter out some noise, filtering the

response signal lessens the stability of the synchronized response system, so maintaining

synchronization may be difficult.



Rulkov and Tsimring built filters into a chaotic circuit to overcome this stability

problem [20], but in their work, they were interested in limiting the bandwidth of the

chaotic synchronization, not in reducing noise.

The basic idea behind this circuit was suggested by experimental work involving

ferromagnetic resonance in yttrium iron garnet [21-24]. When driven with the proper

microwave signal, a sample of yttrium iron garnet displays dynamics at two different

time scales. The driving signal is in the gigahertz range, but the yttrium iron garnet may

display chaotic dynamics in the kilohertz range. If a circuit with two different time scales

was constructed, then noise contaminating the high frequency signals might be averaged

out in the low frequency part of the circuit.

Such a circuit has been built. This circuit is based on coupling together two

Piecewise Linear Rossler circuits [25] with different frequencies. Mathematically, the

circuit may be described by
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where γ1 and γ2 may be varied, R = 105 Ω, and C1 and C2 may be varied to alter the

relative time scales of the two parts of the circuit. The signals x1 through x3 form the low

frequency part of the circuit, while x4 through x6 form the high frequency part.

Figure 1 shows different projections of the attractor for the circuit when C1 = 0.01

µF , C2 = 0.001 µF, γ1 = 0.05, and γ2 = 0.02, so that the time scales are separated by a

factor of 10. Figure 1(a) is a plot of x2 vs. x1 , while 1(b) shows x5  vs. x4 . Figure 2 shows

power spectra of two different signals from the circuit. Figure 2(a) shows the power

spectrum of x1  , while 2(b) shows the power spectrum of x4 . The higher frequency peak

in the power spectrum, most prominent in Fig. 2(b), is at 1110 Hz. The lower frequency

peak in the power spectrum, largest in Fig. 2(a), is at 111 Hz.

Choosing different capacitors altered the relative frequencies of the main peaks in

the power spectrum of the circuit. Setting C1 = 0.1 µF, C2  = 0.001 µF, γ1 = 0.02, and γ2 =

0.02 resulted in the power spectra seen in Figure 3. Figure 3(a) is the power spectrum of

x1 , and 3(b) is the power spectrum of x4 . The peak frequency in x4  is still at 1110 Hz,

but the peak frequency in x1  is now at 11.1 Hz.

III Synchronization

A second circuit was built that closely matched the drive circuit described by eq.

(1). A linear combination of signals from the drive circuit was used to synchronize the

response circuit. The response system was described by
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where the superscript d refers to the drive circuit and r refers to the response circuit. Note

that the error signal xt - xr  is fed back only into the high frequency part of the circuit, x4

to x6 .

The parameters ki  and bi  are set to minimize the largest Lyapunov exponent for

the response circuit corresponding to eq. (2) [26, 27]. The ki 's and bi 's are varied by a

linear optimization routine in order to minimize the largest Lyapunov exponent for the

response circuit. For the parameters listed in Table 1, the largest Lyapunov exponent for

the response circuit was -1160 s-1 (when C1 = 0.01 µF and C2 = 0.001 µF). There are

many other possible combinations of the k's and b's that give similar Lyapunov

exponents.

III Noise Effects

The most interesting feature of this circuit is that by varying the ratio between C1

and C2  (varying the ratio between the frequencies of the two parts of the circuit), the

amount of synchronization error caused by noise could be varied. To test this feature,



white noise was added to the transmitted signal xt  (defined in eq. (2) ). The signal to

noise ratio (S/N) was calculated by dividing the RMS amplitude of xt  by the RMS

amplitude of the white noise. The synchronization error for the low frequency part of the

circuit, δ(x1 ), was calculated by dividing the RMS amplitude of xd
1 - x

r
1  by the RMS

amplitude of xd
1 , where the superscript d  refers to the drive circuit and r refers to the

response circuit.

Figure 4 shows the synchronization error as a function of S/N for two different

ratios of C1  and C2  . The filled-in circles show the synchronization error when C1 = 0.01

µF and C2 = 0.001 µF, so that the fast frequency in the circuit is 1110 Hz and the slow

frequency is 111 Hz (corresponding to the power spectra of Fig. 2). The synchronization

error at a S/N of 1 (0 dB) is about 0.07, climbing to about  0.14 at a S/N of 0.33 (-4.8 dB).

The minimum synchronization error at high S/N is about 0.02 because of mismatch

between the circuits.

The open squares in Fig 4 show the synchronization error when C1 = 0.1 µF and

C2 = 0.001 µF, so that the fast frequency in the circuit is 1110 Hz and the slow frequency

is 11.1 Hz (corresponding to the power spectra of Fig. 3). For this larger frequency ratio,

the synchronization error at a S/N of 1 is about 0.035, while at a S/N of 0.33 the error is

about 0.07.

Clearly, when the frequency difference between the main frequencies in the

circuit is larger, the synchronization error is smaller (the synchronization error for the

higher frequency x4  signals in the circuit was larger than the synchronization for the low

frequency signals). The circuit acts as its own filter, so that the noise which contaminates



the transmitted signal xt  is averaged out by the x1 to x3  part of the circuit. The relative

improvement in synchronization error will depend on the specific circuit as well as the

ratio of high to low frequencies, but by increasing the frequency ratio it should be

possible to make the synchronization error smaller.

IV Conclusions

In previous synchronous chaotic circuits, there was a minimum S/N below which

useful synchronization was not possible. In this circuit, the synchronization error can

always be made smaller by making the ratio between fast and slow frequencies larger.

While increasing the frequency ratio would seem to increase the bandwidth of the

transmitted signal, in practice this need not be true. Because there is a large separation

between fast and slow frequencies, there is a large intermediate frequency region where

there is no power in the chaotic signal. Simulations have shown that it is possible to filter

out all but the frequencies near the two main peaks (using two bandpass filters with

quality factors of Q=1) and still have stable synchronization. Before transmitting, the low

frequency part of the chaotic signal may be mixed with an intermediate frequency

sinusoidal signal to shift the chaotic signal up to any desired frequency range. The

necessary bandwidth to synchronize the response circuit to the drive circuit is therefore

only the bandwidth needed by the high frequency part of the signal. Increasing the ratio

of high to low frequencies is equivalent to averaging the received signal over a longer

time in order to average out noise.

This frequency separation puts the chaotic system on a similar footing with other

simple linear communications systems; signal averaging to remove a signal from noise is

now a possibility for self-synchronizing chaotic systems as well as linear periodic



systems. While this development in itself does not necessarily make chaotic systems

practical for communications, it does give us access to a common noise reduction tool.
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Figure Captions

Figure 1. Two projections of the attractor for the circuit described by eq. (1) when

C1 = 0.01 µF and C2 = 0.001 µF (data from the circuit). (a) x2 vs. x1 (lower frequency part

) (b) x5  vs. x4  (higher frequency part).



Figure 2. (a) Power spectrum P for the x1 signal from the circuit when C1 = 0.01

µF and C2 = 0.001 µF. (b)  Power spectrum P for the x4 signal from the circuit when C1 =

0.01 µF and C2 = 0.001 µF.



Figure 3. (a) Power spectrum P for the x1 signal from the circuit when C1 = 0.1 µF

and C2 = 0.001 µF. (b)  Power spectrum P for the x4 signal from the circuit when C1 = 0.1

µF and C2 = 0.001 µF.



Figure 4. RMS synchronization error δ(x1 ) from the circuit as a function of RMS

signal to noise ratio S/N. (a) C1 = 0.01 µF and C2 = 0.001 µF (corresponding to the power

spectra in Fig 3(a)). (b) C1 = 0.1 µF and C2 = 0.001 µF (corresponding to the power

spectra in Fig. 3(b) ).

i ki bi

1 -4.59
2 5.61
3 3.16
4 -0.79 1.11
5 -0.21 -0.38
6 0.36 0.33

Table 1. k and b parameters used to synchronize the response circuit.


